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Abstract
Background Microtia is a congenital malformation of the auricle that affects approximately 4 of every 10,000 
live newborns. Radiographic film paper is traditionally employed to bidimensionally trace the structures of the 
contralateral healthy ear in a quasi-artistic manner. Anatomical points provide linear and angular measurements. 
However, this technique proves time-consuming, subjectivity-rich, and greatly dependent on surgeon expertise. 
Hence, it’s susceptible to shape errors and misplacement.

Methods We present an innovative clinical workflow that combines 3D printing and augmented reality (AR) to 
increase objectivity and reproducibility of these procedures. Specifically, we introduce patient-specific 3D cutting 
templates and remodeling molds to carve and construct the cartilaginous framework that will conform the new ear. 
Moreover, we developed an in-house AR application compatible with any commercial Android tablet. It precisely 
guides the positioning of the new ear during surgery, ensuring symmetrical alignment with the healthy one and 
avoiding time-consuming intraoperative linear or angular measurements. Our solution was evaluated in one case, first 
with controlled experiments in a simulation scenario and finally during surgery.

Results Overall, the ears placed in the simulation scenario had a mean absolute deviation of 2.2 ± 1.7 mm with 
respect to the reference plan. During the surgical intervention, the reconstructed ear was 3.1 mm longer and 1.3 mm 
wider with respect to the ideal plan and had a positioning error of 2.7 ± 2.4 mm relative to the contralateral side. Note 
that in this case, additional morphometric variations were induced from inflammation and other issues intended to 
be addressed in a subsequent stage of surgery, which are independent of our proposed solution.

Conclusions In this work we propose an innovative workflow that combines 3D printing and AR to improve ear 
reconstruction and positioning in microtia correction procedures. Our implementation in the surgical workflow 
showed good accuracy, empowering surgeons to attain consistent and objective outcomes.
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Tablet-based Augmented reality and 3D 
printed templates in fully guided Microtia 
Reconstruction: a clinical workflow
Alberto Díez-Montiel1,2†, Alicia Pose-Díez-de-la-Lastra1,3*†, Alba González-Álvarez1,3, José I. Salmerón1,2, 
Javier Pascau1,3 and Santiago Ochandiano1,2

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s41205-024-00213-2&domain=pdf&date_stamp=2024-5-24


Page 2 of 11Díez-Montiel et al. 3D Printing in Medicine           (2024) 10:17 

Background
Augmented reality (AR) has emerged as a groundbreak-
ing technology revolutionizing the visualization of com-
plex three-dimensional structures seamlessly integrated 
into the real environment [1, 2]. In the realm of surgi-
cal guidance, this tool is on-the-edge [3, 4], as it has the 
potential to shorten the learning curve of these pro-
cedures and ultimately increase overall efficiency and 
patient safety [5]. Its successful implementation spans 
across various specialties, including neuronavigation 
[6–9], dental surgery [10], orthopedics [11–13], oncology 
[14, 15], and neurology [16]. Along with all these works, 
AR has already proven its efficacy in highlighting ana-
tomical structures in patients, displaying cutting planes 
and providing guidance for the precise placement of sur-
gical tools [17, 18].

One great complement to AR is 3D printing. It enables 
the production of cost-effective, personalized compo-
nents that significantly enhance clinical procedures. 
Extensive research has shown that the potential errors 
introduced by various materials and printers are suffi-
ciently low to warrant reliance on this technology [19]. 
As such, 3D printing already encompasses a wide range 
of applications in the medical field, such as optimizing 
the understanding of complex patient conditions [20], 
facilitating preoperative planning [21], creating cus-
tom implants [22], and improving communication with 
patients [23]. When combined with AR, 3D printing 
serves as a powerful bridge between the real and virtual 
worlds. In particular, our group has developed innovative 
solutions that integrate these two technologies to pres-
ent patient-specific information during surgical inter-
ventions [17, 18, 24]. Our approach involves 3D-printed 
surgical guides that uniquely fit on a particular location 
of the patient’s bone. In the surgical room, an AR ref-
erence marker can be easily attached to these guides. 
Knowing the relative coordinates between the AR refer-
ence marker, the surgical guide, and the patient, we can 
seamlessly augment patient’s specific information on site.

The accuracy of AR projections in relation to real ana-
tomical structures has been previously evaluated in simu-
lation scenarios [24]. However, the precision of this AR 
approach for surgical guidance has not yet been deter-
mined during real clinical interventions. In this work, 
we developed an in-house AR application compatible 
with any commercial Android device based on the one 
presented in [24]. It was specifically tailored to provide 
guidance during microtia correction procedures, which 
treat patients with ear malformations. A more detailed 
explanation of the clinical context of this condition and 
its conventional treatment is presented in 1.1.

Our solution assists throughout the entire surgical 
workflow. First, we introduce patient-specific 3D printed 
cutting templates and remodeling molds to objectively 

carve and construct the new ear. Second, our AR applica-
tion displays the optimal location of the new ear on the 
patient’s head to guide its placement during surgery. We 
propose our AR solution in the form of a tablet applica-
tion because this format offers a virtual experience that 
is both ubiquitous and affordable. Furthermore, it facili-
tates a shared view among all surgeons in the operating 
room, fostering collaborative decision-making during the 
procedure. The system was first evaluated on a simula-
tion scenario and then employed to guide an actual sur-
gery. Supplementary material referred to in this work is 
available at https://zenodo.org/records/10958624. All 3D 
models employed to analyze the results are contained 
within the folder SuppContent_3Dmodels.

Microtia correction procedures
Microtia is a congenital malformation of the auricle [25]. 
It can range from a diminutive ear with intact anatomi-
cal structure to a total absence of the ear, referred to as 
anotia. Its incidence varies among different series, but it 
is estimated to affect approximately 4 of every 10,000 live 
newborns. In 90% of cases, microtia is unilateral, with 
the right side affected in 60% of patients. Additionally, it 
occurs more frequently in males, accounting for around 
65% of the cases. While the exact etiology of microtia 
remains unknown, it is believed to have multifactorial 
origins involving both environmental and genetic factors.

The rib graft technique, pioneered by Dr. Radford 
Tanzer in 1959 [26], stands as the gold standard for ear 
reconstruction. He introduced the utilization of autolo-
gous rib cartilage in multiple stages to reconstruct the 
ear. In the 1990s, Dr. Françoise Firmin further refined this 
technique, establishing reproducible outcomes for recon-
structive surgeons through a two-step process [27]. First, 
a cartilaginous framework is meticulously crafted to form 
the new ear. Its shape and proportions are traditionally 
obtained from the contralateral healthy ear by tracing 
each structure using radiographic film paper. In the sub-
sequent step, the new ear is positioned as symmetrically 
as possible using reference measurements from the exter-
nal canthus of the eye to the root of the helix and from 
the labial commissure or nasal wing to the earlobe. For 
the angulation of the new ear, the references utilized are 
the long axis of the ear and the tangential line of the nasal 
dorsum. However, this technique is highly subjective and 
heavily reliant on the surgeon’s experience, making it sus-
ceptible to shape errors and mispositioning.

Depending on the specific type of microtia, different 
structures must be reconstructed. In cases where the ear 
lacks identifiable anatomical landmarks, the cartilagi-
nous framework typically comprises a minimum of four 
pieces: the base, helix, antihelix, and tragus-antitragus. 
These components are carefully crafted and then housed 
within a cutaneous pocket created on the patient’s head. 

https://zenodo.org/records/10958624
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The entire procedure is typically conducted in two subse-
quent surgeries, spaced approximately six months apart. 
During the first surgery, the cartilaginous framework is 
constructed and placed within the cutaneous pocket. The 
retroauricular groove is not reconstructed, and hence the 
ear is entirely connected to the head. In the second sur-
gery, the retroauricular groove is reconstructed to project 
the ear and achieve a natural appearance [28].

Methods
The following subsections delve into a comprehensive 
explanation of the methodology employed throughout 
this work. Specifically, 2.1 presents the patient partici-
pating in this study. Then, 2.2 elaborates on the design 
of the preoperative plan. 2.3 explains the 3D printing 
techniques employed along with the adherence to steril-
ization requirements mandated by the operating room’s 
constraints. The development and functionality of the 
AR application is detailed in 2.4. Finally, 2.5 presents the 
technical and functional evaluation of the work, as well 
as the steps followed during the surgical procedure.

Clinical data
We present the case of an 11-year-old girl with left hemi-
facial microsomia treated at Hospital General Universi-
tario Gregorio Marañón (HGUGM) in Madrid, Spain. 
According to Nagata´s classification, the patient presents 
a lobular type microtia (Fig. 1) [29]. Due to the absence 
of usable cartilaginous remnants, the treatment assigned 
to the patient involved a complete reconstruction of the 
cartilaginous framework, including base, helix, antihelix, 
and tragus-antitragus complex.

Surgical plan design
Two preoperative CT scans of the patient’s head and 
thorax were acquired on a Philips Mx8000 CT scanner 
with a slice thickness of 0.5 mm. The resulting DICOM 
files were exported to 3D Slicer software to generate 
virtual 3D biomodels. The ideal shape and location of 
the reconstructed ear was obtained from the first scan 

by mirroring the healthy ear with respect to the sagit-
tal axis of the head (SuppVideo1_SurgicalPlanDesign). 
The resulting structure is referred to as the specular ear. 
We also designed a custom dental splint using Blue Sky 
Plan software (Blue Sky Bio Company) that securely fits 
over the patient’s upper teeth. It played a crucial role in 
facilitating automatic registration within the AR applica-
tion. Lastly, we created a phantom comprising part of the 
patient’s skull from the head’s CT scan to validate the sys-
tem in the simulation scenario.

Furthermore, we used Geomagic Freeform Plus soft-
ware to design several templates of the helix, antihelix, 
tragus-antitragus and a base that supports the entire 
assembly relying on anatomical landmarks of the specu-
lar virtual ear. Moreover, we developed a mold to facili-
tate the creation of the cartilage framework of the new 
ear (Fig. 2). All these components served as guiding tools 
for precise cartilage cutting and carving during the surgi-
cal intervention.

3D printing and sterilization
After finalizing the designs and obtaining consensus 
among the authors, all components were produced 
through additive manufacturing techniques. Initially, 
a set of templates was 3D printed using Formlabs Grey 
resin. These templates allowed surgeons to practice ear 
reconstruction on expanded polystyrene sheets before 
the actual operation. Additionally, a comprehensive pack, 
including the dental splint, was manufactured using bio-
compatible BioMed Clear V1 resin suitable for clinical 
use in the operating room. This resin possesses USP class 
IV certification, ensuring its suitability for prolonged 
contact with patient organs [30]. Both sets of compo-
nents were fabricated using the stereolithography tech-
nique with a Formlabs Form 2 3D printer (Formlabs Inc., 
Somerville, MA, USA).

As part of the preliminary assessment in the simula-
tion scenario, we further utilized 3D printing technol-
ogy to create the skull phantom and an additional dental 
splint. Both items were fabricated using PLA material 

Fig. 1 Patient presenting left hemifacial microsomia with a lobular type microtia. (A) Frontal view. (B) Right side view. (C) Left side view showing microtia
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employing the fused deposition modeling (FDM) tech-
nique on an Ender 3 3D printer. Furthermore, a double 
extruder Ultimaker 3 Extended desktop 3D printer was 
employed to produce the AR reference marker for the AR 
application [18], also using PLA material. The decision 
to use a different 3D printer to create the AR reference 
marker was driven by the need to print it with two colors. 
This required a double extruder, which is found in Ulti-
maker 3 Extended but not in Ender 3.

Before their use during surgery, all components were 
subjected to the necessary sterilization procedures 
in compliance with the operating room’s sterilization 
requirements. The resin components underwent ster-
ilization using ethylene oxide (EtO) at 55  °C, while the 
PLA components were sterilized at 37  °C [24, 31]. This 
lower temperature was chosen specifically to prevent 
PLA deformation [32].

Augmented reality application
We created an AR application for tablets that served as a 
guide for accurately placing the new ear on the patient’s 
head during the surgical procedure. We utilized a Sam-
sung Galaxy Tab S7 Tablet during the whole experience, 
although the application is compatible with any Android 
device. The AR application was developed on Unity 
2019.3.0f6 using C# programming language. It is based 

on a previously proposed AR application described in 
[24]. The custom splint designed in this study incorpo-
rates a small support to hold the AR reference marker. Its 
cubic shape contains specific patterns on each face that 
are easily identifiable by the AR application (Fig. 3A).

The AR reference marker was detected within the 
camera’s FOV of the tablet thanks to the Vuforia soft-
ware development kit (SDK) (Parametric Technology 
Corporation Inc., Boston, MA, USA). According to the 
identified AR reference marker pose, the application 
renders a virtual ear in its designated position, a virtual 
representation of the dental splint and the patient’s teeth 
(SuppVideo2_RehearsalBeforeSurgery). Proper align-
ment between the virtual and real worlds can be visually 
verified by checking the AR reference marker silhouette 
overlaid onto the physical marker (Fig. 3B). The applica-
tion incorporates a color-coded frame that transitions 
from green to red, indicating when tracking is lost dur-
ing the procedure. Additionally, the application includes 
interactive elements such as buttons and slide bars asso-
ciated with each virtual model. These controls empower 
surgeons to personalize the display by adjusting the vis-
ibility and transparency of the virtual models according 
to their preferences.

Fig. 3 (A) Virtual design of the dental splint with adaptor holding the AR reference marker. (B) AR application test prior to surgery to guarantee adequate 
projection of the specular ear, in red

 

Fig. 2 Virtual sequence of the cartilage pieces assembly to shape the ear framework over the 3D mold. The helix is represented in pink, the antihelix in 
yellow, the tragus-antitragus complex is displayed in green, and the base is orange
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Evaluation of the system
We initially evaluated our system in a simulation scenario 
that included the skull phantom, the PLA dental splint 
and the AR reference marker. The evaluation methodol-
ogy and the corresponding results of these experiments 
are presented in SuppDocument1. After determining the 
accuracy of our solution in a controlled environment, we 
tested it in the actual surgery. SuppVideo3_SurgicalInter-
vention offers a summary of the surgical steps followed 
during the intervention. It began by extracting costal car-
tilage from the 5th to the 8th ribs. The sterile patient-spe-
cific 3D printed templates were used to harvest the four 
pieces of the new ear (Fig. 4A). Specifically, they guided 
the delineation of the edge of each ear component over 

the cartilage, replacing the traditional X-ray film (Fig. 4B 
and Fig. 4C). The cartilage framework’s base was formed 
using cartilage obtained from the 6th and 7th ribs. To 
construct the antihelix and tragus-antitragus pieces, the 
5th rib and the remaining cartilage from the 6th rib were 
employed. Furthermore, the helix was crafted using car-
tilage sourced from the 8th rib. Any remaining unused 
cartilage was carefully placed in a subcutaneous pocket 
before fully closing the wound. This strategic approach 
was taken in preparation for the second stage of the pro-
cedure, which will focus on reconstructing the concha.

After creating all components, the ear was mounted on 
the 3D printed mold, subsequently adding the base, anti-
helix, tragus-antitragus complex, and helix (Fig. 4D). All 

Fig. 4 Reconstruction of the cartilage framework based on the 3D printed templates and molds. (A) 3D printed patient-specific components ready in 
the operating room. (B) Fitting of the 3D templates on the extracted rib cartilage. (C) Antihelix piece outlined on cartilage based on 3D templates. (D) 
Cartilage framework assembled with the help of the mold. (E) Final construction next to a 3D printed template of the specular ear
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pieces were assembled using 5/0 Steelex® stainless steel 
threads, double-armed with straight GS atraumatic nee-
dles (Ear Set, B. Braun, Melsungen, Germany). The final 
cartilage reconstruction next to the 3D printed specular 
ear template is shown in Fig. 4E.

The cartilaginous scaffold was subsequently intro-
duced on a skin pocket carved within the patient’s head. 
The cutaneous approach to create this pocket is the most 
important part of the surgery, as the final surgical out-
come depends on this stage. During the surgical proce-
dure, the malformed cartilage was extracted and gently 
detached from the adjacent skin. This step must be per-
formed carefully to avoid perforation and damage to the 
subdermal plane. Two size 10 Blake drains were then 
introduced in the pocket to adapt the skin of the cutane-
ous pocket to the entire topography of the cartilaginous 
framework.

To determine the appropriate position and orientation 
of the scaffold in the patient’s head, the surgeons relied 
on the information provided by the AR application. First, 
they adjusted the dental splint onto the patient’s upper 
teeth and attached the AR reference marker. Next, they 
inserted the tablet into a sterile eShield™ cover, designed 
for use during surgical procedures [33]. The surgeons ini-
tialized the AR application and directed the tablet cam-
era towards the AR reference marker to see the precise 
location of the ideal ear (Fig.  5). They gently adjusted 
the position and rotation of the cartilaginous framework 
within the pocket according to the visualization of the 
virtual ear. Once finished, alignment was verified with 
traditional reference measurements. To conclude, the 
surgeons used the Blake drains to create a vacuum and 
closed the wound.

After the procedure, intraoperative 3D photographs 
of the head and both ears were acquired using an Artec 
EVA ® (Artec3D, Senningerberg, Luxembourg) structured 

light scanner. This information allowed a comprehen-
sive comparison between pre-operative virtual plan and 
a post-procedure patient´s head virtual 3D model (Sup-
pVideo4_PostoperativeScanVSIdealPlan). The focus of 
the evaluation was the precision of the reconstructed ear 
shape as well as its final positioning. Specifically, we com-
pared the STL file of the virtual plan, including facial soft 
tissue and the specular 3D virtual ear in its ideal planned 
position, with the patient’s geometry scanned postopera-
tively. Both 3D models were aligned in 3D Slicer with a 
focus on their most similar surfaces (i.e. eyes, forehead 
and nose).

SuppContent_3DModels contains all 3D models 
employed for performing the analyses presented in 
this work. This includes the original 3D model of the 
patient’s head retrieved from the head CT scan, the 
ideal plan derived from this model (including the spec-
ular ear), and the postoperative result. Furthermore, 
SuppContent_3DModels contains the ideal phantom ref-
erence for the simulation scenario, as well as all ear crops 
from each of the user’s experiments.

Results
To initially evaluate the accuracy of our technology, we 
performed some experiments in a controlled scenario. 
Overall, we obtained a mean Euclidean distance of 
2.2 ± 1.7 mm, considering the absolute value of data mea-
sured from all experiments (SuppDocument1).

The evaluation of the surgical outcomes began by ana-
lyzing ear reconstruction from 3D printed templates. 
A morphometric analysis comparing the shapes of 
the surgical outcome and the ideal plan reveals a mean 
Euclidean distance between models of 2.2 ± 1.3 mm, con-
sidering absolute values. A distance map reflecting these 
differences is presented in Fig.  6. A maximum distance 
of 4.5  mm was measured in the posterior region of the 

Fig. 5 AR application during the surgical procedure. The virtual plan of the specular ear is displayed in red to guide the placement of the cartilaginous 
framework
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auricle. Considering length as the longest dimension of 
the ear and width as the shortest metric in the perpen-
dicular direction, the differences in length and width 
between the final ear and the specular one are 3.1  mm 
and 1.3 mm, respectively.

To analyze ear placement in the surgical scenario, 
Fig.  7A represents the preoperative ideal plan, show-
casing a perfectly reconstructed and positioned ear. 
Besides, Fig.  7B presents a 3D model of the patient’s 
head obtained from the post-operative surface scan. A 

Fig. 7 (A) Ideal plan with perfect ear reconstruction; (B) 3D model representing surgical outcomes obtained from intraoperative surface scan; (C) Euclid-
ean distance map comparison between 3D models in (A) and (B)

 

Fig. 6 Distance map between the ear reconstructed at surgery and the ideal plan
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distance map comparing the Euclidean distance between 
both models is depicted in Fig.  7C. It provides a visual 
representation of the differences between the preopera-
tive ideal plan and the post-operative outcome. The refer-
ence model used to define positive or negative distances 
is the ideal plan with perfect ear positioning.

Following registration, the mean Euclidean distance 
between the models was 2.7 ± 2.4 mm. This value encom-
passes all errors resulting from variations in ear shape 
and positioning. Notably, variations were observed in 
specific facial regions, such as the cheeks, with a maxi-
mum deviation of 1.3 mm; and the inferior lip, present-
ing maximum deviation of 4.8  mm. These divergences 
can be attributed to facial gestures resulting from intu-
bation during the procedure. Regarding the target ear, a 
minimum deviation of -10.2 mm is obtained on its ante-
rior section, whereas a maximum distance of 9.7 mm is 
measured in the helix region. This means that the ear 
was slightly rotated around the axial axis. Little to no dis-
placement can be observed in any other rotation or trans-
lation axes. Fig. 8 showcases the follow up of the patient 
during the first 20 days after the surgical procedure.

Discussion
Up to date, correction of microtia has been a highly sub-
jective procedure that strongly depended on the sur-
geons’ dexterity and artistic abilities. In this work, we 
have explored the combination of 3D printing with AR 
on a hand-held device to improve and objectify these sur-
gical procedures. Based on the work presented in [24], 
our AR application was integrated with the design and 
manufacturing of patient-specific 3D templates based 
on medical images. These advancements played a crucial 
role throughout the entire surgical procedure, facilitating 
the creation and placement of a reconstructed ear on the 
patient’s head.

Our solution was evaluated in a controlled environ-
ment and during an actual surgery. In the first case, we 
demonstrated the accuracy of the system, obtaining a 

mean Euclidean distance of 2.2 ± 1.7 mm, which is com-
parable to the state-of-the-art in AR projection accu-
racy [24, 34–36]. Then, we implemented our system in 
an actual surgery, where we measured the effectiveness 
of the 3D printed templates in the operating room (OR) 
by analyzing the disparities between the final and the 
ideal ears. The reconstructed ear demonstrates an aver-
age deformation of 2.2 ± 1.3  mm compared to the ideal 
one. The analysis reveals no discernible pattern in the 
spatial distribution of the error that could be attributed 
to defects in the 3D printed templates. Consequently, we 
are confident that the results obtained are appropriately 
associated with the matter under study.

While numerous studies have aimed to enhance objec-
tivity and reproducibility in auricle reconstruction, only 
a few have provided precise accuracy metrics support-
ing their claims. One of them is published by Zhou et 
al. in [37]. Like us, they utilized 3D patient-specific tem-
plates to guide ear reconstruction during the surgical 
intervention of 40 patients. Additionally, they employed 
traditional X-Ray templates in the same cases and ana-
lyzed the outcomes achieved from both techniques. 
When comparing the accuracy of the X-ray film and 3D 
printed templates, they reported average length errors 
of 1.8 ± 1.4 mm and 0.4 ± 0.4 mm, respectively. For aver-
age width errors, they obtained 1.3 ± 0.9  mm for X-ray 
templates and 0.3 ± 0.5  mm for 3D printed templates, 
relative to the contralateral healthy ear. In our case, the 
differences in length and width were 3.1 mm and 1.3 mm, 
respectively. Note that the surgical ear was scanned 
and measured right after surgery when it presented a 
high inflammatory response. Consequently, the ear was 
enlarged and slightly deformed relative to the expected 
future shape. This enlargement is reflected in the preva-
lence of blue color in Fig. 6.

The primary distinction between our 3D printing 
solution and [37] is that they only create one 3D tem-
plate per user, incorporating all ear components (base, 
helix, antihelix, and tragus-antitragus complex) in a 

Fig. 8 Patient follow-up. (A) Intraoperative result. (B) 3 days postoperative. (C) 8 days postoperative. (D) 20 days postoperative
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single structure. In our case, we 3D printed all elements 
separately to use them as guidance for cartilage cutting, 
enhancing the precision and customization of the recon-
struction process.

After creating the cartilage framework, it must be 
inserted within the patient’s head. Nuri et al. also 
explored AR as a guiding tool in this step [38]. They 
developed an AR application for Microsoft HoloLens, 
which projected an image of the expected outcome 
directly onto the patient. They reported an alignment 
error of 2 mm when compared to the original transpar-
ent film technique. However, their method relied on 
manual alignment between the virtual and real worlds 
through three reference landmarks on the patient’s face. 
This approach is generally not recommended as it can 
introduce significant errors and lead to high variability 
between repetitions [39].

In contrast, our approach employs a patient’s specific 
guide and an AR reference marker to achieve automatic 
registration and minimize human error. By incorporat-
ing these elements, we aim to enhance the accuracy and 
consistency of the alignment process. Furthermore, our 
solution is implemented on a tablet application, whereas 
their approach utilizes a head-mounted display. In our 
case, we intended to offer a shared visualization during 
guidance, rather than confining the experience solely to 
the user wearing the glasses. By adopting a tablet-based 
implementation, we aimed to facilitate cooperative deci-
sion-making, enabling multiple surgeons to participate in 
the process.

Overall, the reconstructed ear of our work has a posi-
tioning error of 2.7 ± 2.4  mm with respect to the surgi-
cal plan, presenting higher deviation in the axial axis of 
rotation. It is worth noting that the ideal plan displays 
a greater projection of the ear. During this surgery, the 
retroauricular groove was intentionally left unrecon-
structed, resulting in the entire ear being flush with the 
surface of the head and presenting a flattened disposi-
tion. This issue could justify the increase of the Euclidean 
distance in the analysis, but it will be addressed and recti-
fied in the subsequent second-stage surgery. Apart from 
this, the overall alignment of the new ear with respect to 
the desired plan demonstrates remarkable accuracy.

Previous studies have sought to establish baseline dif-
ferences in contralateral ears among the general popula-
tion, revealing that individuals with two fully developed 
ears often exhibit a certain degree of asymmetry [40]. 
For example, in a cross-sectional observational study in 
[41], the authors analyze left and right ear symmetry in 
505 male and female participants of different age groups. 
Across the entire cohort, average differences of 0.5  mm 
and 0.2 mm were observed between contralateral ears in 
length and width, respectively. However, within the same 
individual, these differences can reach 1.7 mm in height 

and 4.0 mm in width [42]. These aspects were not consid-
ered in our planning step, where the objective was a fully 
symmetrical ear, but could be an area to explore to obtain 
a more natural result.

One of the major benefits of the proposed workflow 
is its affordability and rapid implementation. The entire 
process, from initial diagnosis and treatment indica-
tion to surgery, was completed in under three weeks, 
including the development of the AR application and the 
design and 3D printing of surgical guides. The financial 
and temporal aspects of the 3D printing process will dif-
fer depending on whether it is done in-hospital, leverag-
ing point-of-care manufacturing [43], or with external 
providers. In our case, opting for the latter, we managed 
to keep the total cost of 3D printing cost below 1000€. 
Regarding the AR application, we followed similar steps 
to those presented in our previous work [18], for which 
instructions and code are available. However, it was pos-
sible to quickly adapt a new AR application to this proce-
dure thanks to our previous experience in AR, Unity, and 
3D Slicer. The developed software is not approved as a 
medical device and was evaluated in the context of a pilot 
research protocol. In the European Union, both medical 
3D printing and software must adhere to regulation (EU) 
2017/745 of the European Parliament and of the Council 
of 5 April 2017 on medical devices. While it’s challenging 
to assess the costs associated with equivalent commercial 
AR applications, the streamlined nature of our workflow, 
its rapid execution, and minimal hardware demands sig-
nificantly bolster the potential of this technology in the 
treatment of microtia.

Conclusions
The ultimate goal in microtia ear reconstruction is the 
achievement of a perfect symmetry with the contralat-
eral healthy auricle. Whilst the fabrication of a frame-
work determines the fine structure, other critical surgical 
decisions, such as the cranioauricular angle and the size 
and tridimensional localization of the reconstructed ear, 
determine the overall postoperative outcome. Surgeons 
commonly use planimetric marker lines when crafting 
the cartilage framework and guiding the final positioning 
[44].

In this work, we have demonstrated the potential of 
combining AR and patient-specific 3D templates to 
enhance the precision and efficacy of these procedures. 
Specifically, the 3D printed patient-specific templates 
improve objectivity while enabling surgeons to prac-
tice the surgery beforehand, gaining confidence in their 
approach. Furthermore, the AR application provides 
natural guidance for ear positioning, aiding surgeons in 
real-time corrections without the need for constant ana-
tomical measurements. Despite the individual implemen-
tation of these 3D technologies having been previously 
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explored for the correction of microtia, to our knowl-
edge, this is the first work presenting their combined use. 
Our proposal leverages the advantages of both technolo-
gies, achieving promising results.

This work has been possible thanks to the multidisci-
plinary collaboration between surgeons and engineers, 
which facilitates the invention of novel surgical tech-
niques to treat patients with complex challenging recon-
structions. We hope we have laid the foundation for a 
more objective, precise, and collaborative approach to 
microtia correction. These advancements hold promise 
for improving surgical outcomes, reducing errors, and 
enhancing patient satisfaction.
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